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Abstract - Effective and efficient assessment of a learner’s 
proficiency has always been a high priority for intelligent 
e-Learning environments.  The fields of psychometrics 
and Computer Adaptive Testing (CAT) provide a strong 
theoretical and practical basis for performing skills 
assessment, of which Item Response Theory (IRT) is the 
best recognized approach.  For assessing multiple skills at 
once, which is called for in e-learning environments 
because they rely on fine-grained skill models to know the 
knowledge state of learners and provide them appropriate 
study path, multidimensional IRT (MIRT) is a necessity 
and emerged as a candidate.  However, MIRT is 
computationally expensive.  A simpler multidimensional 
model, based on classical Bayesian theory, is proposed.  It 
is an extension of Rudner’s work on unidimensional 
Bayesian decision theory. The explanation of theory basis 
is based on binary classification (master/non-master) test. 
Its evaluation is performed through simulations with 
pseudo-random data samples comprised of 6 skill 
dimensions.  We firstly show that the model can take 
advantage of multidimensional test items to accelerate 
assessment and that it performs better than the uni-
dimensional version.  Secondly, we compare its 
classification accuracy rate with its unidimensional version 
and MIRT approach.  The results show that its 
performance is much better than existing unidimensional 
model, and at least as good as MIRT, in spite of the fact 
that its complexity and computational burden is lighter 
than MIRT.  
 
 
Index Terms – Assessment, e-Learning, Bayesian theory, 
computerized adaptive testing (CAT), multidimensional, item 
response theory (IRT). 
 

INTRODUCTION 

Compared with traditional classroom instruction, e-learning 
offers a virtual one-on-one tutoring environment by tailoring 
the learning experience to the characteristics of different 

learner. This can represent a significant advantage. Bloom 
reported that one-on-one instruction helps average students to 
perform as well as the top 2 percent of students receiving 
classroom instruction [3]. E-learning’s emergence provides an 
opportunity to realize the goal of large scale personalized 
instruction at reasonable cost. With a personalized study plan 
designed by an e-learning system, we can actively engage the 
learner with a teaching strategy and material that appeals to 
the learner’s knowledge, style of learning, etc [4]. Effective 
and efficient assessment of a learner’s proficiency is a 
necessary requirement to achieve the desired adaptivity.  
 
The fields of psychometrics and Computer Adaptive Testing 
(CAT) [1,6, 8,13,14,15]provide us with a large body of theory 
that can be most helpful for this purpose. Since its birth three 
decades ago, CAT has been implemented for a number of 
large scale tests, such as GRE, TOEFL, and GMAT. CAT is 
attracting attention in the e-Learning community because it 
offers a flexible and efficient assessment technique that can 
yield high accuracy.  It represents an attractive mean to build 
a precise picture of a user’s knowledge state. During the 
learning process, an automatic, quick and accurate assessment 
feedback would enable the e-Learning system to adjust its 
teaching accordingly. 
 
A number of e-Learning systems that rely on an assessment 
module to tailor user feedback are already in usage, such as 
Microsoft E-Learning [12], APeLS [2,4,5] ALEKS [11]. The 
assessment module is at the heart of the ALEKS. With the 
quick and accurate evaluation of student’s knowledge state 
provided by the assessment module, ALEKS is able to readily 
determine the most relevant material, and thus efficiently 
guide the individual’s learning path. In ALEKS, learning is 
powered and optimized by student assessment. In fact, 
competence-based personalized learning is becoming an 
important approach to create adaptive learning paths [9,10].  
 
Student assessment is the central focus of CAT. For CAT, IRT 
[8] has always been the prevalent approach since its 
beginning.  It represents the golden standard in this field, and 
can assign an individual on a continuous scale of proficiency. 



 

However, it suffers from a relatively high degree of 
complexity and computational cost. Moreover, in many cases, 
we are only interested in classifying examinees into a finite 
number of discrete categories, such as master/non-master, or 
excellent/good/fair/fail. For this coarser outcome, a discrete 
classification scheme can suffice.  In fact, what we are often 
looking for is a discrete classification over a number of 
individual skills. The Bayesian theory based CAT approach 
(BT-CAT) is proposed as a candidate [6,13,14]. 
 
Rudner showed that a high classification accuracy rate can be 
obtained with a Decision theoretic framework with only a few 
test items administered to a student and that a small dataset 
was required for calibration.  However, Rudner’s model is 
limited to a single dimension, which means that only one skill 
can be measured through a single exam. To meet the typical e-
learning requirement of assessing a number of skills, an 
upgraded multidimensional model based on the decision 
theory is described in this article, and we call it Bayesian 
decision theory based multidimensional CAT model (BT-
MCAT).  
 

MULTIDIMENSIONAL CAT BASED ON BAYESIAN 
DECISION THEORY 

With the basic introduction of e-learning and assessment in the 
previous section, we, from this section, will turn directly to the 
discussion of our work – a multidimensional CAT model 
based on Bayesian theory. In this section, we focus on 
introducing the theory basis of this multidimensional model, 
and for those readers who are interested in its unidimensional 
version, please refer Rudner`s article [13,14].  
 
Test multidimensionality refers to the fact that the success on 
a test depends on multiple skills, as opposed to a single skill in 
a unidimensional test [15]. The concept of dimensionality also 
applies to items. There are two kinds of item multi-
dimensionality: between-item and within-item, which is 
determined by the number of dimensions linked to a single 
item, as shown in Figure 1. A test solely composed of 
unidimensional items covering many latent traits is called 
between-item multidimensional. A test is called within-item 
multidimensional if it contains multidimensional items that 
can be used to measure several latent trait simultaneously. In 
our project, we only study the within-item model. 
 

 
 

(Between-Item) 
 

 
(Within-Item) 

Figure 1 Two kinds of multidimensionality 

 
For simplicity, only two categories are assumed for each latent 
trait (skill), master and non-master. However, the model can 
readily be expanded to multinomial classification. Note that in 
the decision theory framework, we could assign different 
“costs” values for deciding whether a student is master or not 
and to each type of mistake we could make.  Again, for 
simplicity, we assign the same cost to all, but bear in mind that 
the approach is readily extensible to account for different cost 
structures. 
 
We describe the basis of the BT-MCAT model below and 
cover the three standard elements of a CAT model: 
calibration, assessment updating procedure, and item selection 
rule. Many CAT system also include a stopping rule but, 
because we want to observe the trend of performance as items 
are administered, this is not applied in our case.   
 

Calibration 

 
In our discussion, we assume there are K dimensions of traits 

(i.e. K  skills), so the corresponding ability vector is θ = 

[
1θ ,

2θ , …,
kθ , …,

Kθ ].  Considering there are two 
categories, master and non-master, in each dimension, we use 

k
mθ  and 

k
mθ  to refer master ( m ) and non-master ( m ) 

ability level of the skill k respectively. Each item is assigned 
one or more dimensions.  Let us use 1),( =kic  to indicate 
that item i can be used to measure the dimension k ; 
otherwise 0),( =kic . A correct response of item i  is 

indicated as iX , otherwise iX . Although multivariate 
analysis and factor analysis can be applied to discover the 
links between items and dimensions, we assume that the 
dimensionality of each item is predefined explicitly 
beforehand. 
 
Given each item’s respective dimensions, two parameters need 
to be derived from data, the a priori probability that the 
learner is a master and the conditional probability of a correct 
response given that the learner is a master for category k.  
Estimation procedures for each are described below. 
 



 

• Estimating )( k
mP θ  and )( k

mP θ , the a priori 
probabilities of the proportions of master and non-
master category in each dimension ]..1[ Kk ∈  in 
a sample from the population. With sample 
response data of a group of examinees available, a 
passing score, which is calculated simply as the sum 
of total correct responses,  is set first to determine 
with what raw score one examinee can be classified 
as master or not. The knowledge state of all the 
examinees can be known by this way; then, the 
corresponding amount of master and non-master 
students in the sample population can be calculated. 
The proportion of master and non-master is easily 
determined, which is regarded as the estimated 
proportion of After the passing score is set for each 
dimension, each examinee’s category can be 
determined based on whether or not his or her raw 
score is higher than the passing score. In our 
experiment, the same passing score is set for each 
dimension to simply the discussion.  

• Estimating )|( k
miXP θ and )|( k

miXP θ , the 
conditional probability of correct response on 
each item given known category, master or non-
master, in each dimension. In the previous step, not 
only the state of each sample student is known, 
master or non-master, but the amount of master and 
non-master students in the sample population. 
Furthermore, for each item, we can calculate the 
amount of students who are master and response 
correctly. The ratio of this outcome to the total 
master student is the estimate of )|( k

miXP θ . 

)|( k
miXP θ  can be determined in a similar way. 

Because only dichotomous items are used in the test, 
the probability of incorrect response given specific 
category )|( k

iXP θ  is compensatory 

to )|( k
iXP θ . 

Probability update 

 
Given a calibrated item bank, the adaptive testing procedure 
starts with each dimension set to their initial probabilities; then 
the first item is selected and administered to the examinee. 
The response is observed and the probabilities of all 
dimensions are updated accordingly.  This computation is a 
typical Bayesian inference procedure: 
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Note that for the first item, )(1
k
miP θ− is )( k

mP θ , the a priori 
probability calculated in the calibration step. In (Equation 1), 
only the probability of the dimension(s) linked with the 
currently active item 

i

will be updated; the remaining 
dimensions are kept constant. The outcome of Equation 1, 

)|( i
k
mi XP θ , serves as the new value for )( k

miP θ  in the 
next iteration when another item is chosen. The update given 
wrong response iX is similar. This process is repeated until a 
decision is made or, for the purpose our simulations, after a 
fixed number of items are administered.  

Item selection rule 

The selection rule plays a critical role in an adaptive testing 
model. Through the optimal choice of item sequence, test 
length can be greatly reduced while maintaining a high 
classification accuracy level.  
 
An optimal selection rule in an MCAT model will take all 
dimensions into consideration. In this study, the Maximum 
Information Gain is applied to select the item, resulting in a 
maximum reduction of entropy as the next one. Entropy is 
calculated over all dimensions as shown in Equation 3. 
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A search made over each of the non administered item to find 
the most informative one. The expected entropy of each item 
value is calculated given correct and wrong responses by 
Equation 4. 
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Equation 4 

The item that brings global maximum entropy reduction will 
be chosen as the next one 

))(( max ji
j

HEH −     Equation 5 



 

Note that multidimensional items are more likely to be chosen 
than unidimensional ones since they bring more information.  
 

SIMULATION DESIGN AND RESULTS 

The validation of the proposed approach is carried through a 
simulation process.  Samples are generated with predefined 
proficiency level values, θ  , using Monte Carlo simulation.  
This procedure is standard for the validation of 
multidimensional CAT frameworks. 
 
Three simulations are designed to make a comparison between 
1) BT-MCAT with adaptive selection rule and a random 
selection rule; 2) BT-MCAT vs. BT-UCAT; 3) BT-MCAT vs. 
IRT-MCAT. With these three groups of comparison, we will 
have chance to study the performance of this newly developed 
model relative to traditional exam, unidimensional CAT, and 
multidimensional CAT based IRT respectively.  
 

Monte Carlo simulation description 

 
Our experiments will replicate Wang & Chen’s [15] within-
item multidimensional IRT (MIRT) experiments, which will 
allow us to compare our results based on BT-MCAT to theirs. 
 
Six different latent traits serve as our dimensions, and nine 
item banks are generated to cover these 6 dimensions. Table 1 
contains a description of the item banks, namely the 
corresponding number of item in each bank and the 
dimension(s) each bank covers.   
 

Table 1 Design of Wang and Cheng’s test item banks 
 Dimension (D) 
Test 
(T) 

# of 
item 

1 2 3 4 5 6 

1 160 x      
2 160  x     
3 160   x    
4 20 x x     
5 20 x  x    
6 20  x x    
7 200    x   
8 200     x  
9 200      x 

 
Among those nine banks, T1/2/3/7/8/9 (we use this shorthand 
notation to refer here to test item banks {1,2,3,7,8,9}) are 
unidimensional, and they respectively correspond to a single 
dimension D1/2/3/4/5/6. However, T4/5/6 (shaded rows) are 
two dimensional ones with only 20 items in each one. For 
example, T4 is for D1 and D2. As Wang & Chen explained, 
the test design such that there are fewer multidimensional 
items than unidimensinoal ones and is justified on the basis of 
its similarity to the Basic Competence Test for junior high 

school students in Taiwan [15]. The total number of items in 
Table 1 is 1040, with a fixed 200 for each dimension.  
 
To simulate these pseudo-random items, the examinees, and 
their responses with desired structure, a series of steps are 
required. Firstly, we generate a number of examinees from 
multivariate normal distribution with adaptivity levels 
corresponding to the pre-defined θ ’s mean and standard 
deviation in each dimension. Next, items with known 
parameters, such as discrimination a and difficulty b , are 
produced. Finally, we simulate the examinees’ response to 
these items by using a three-parameter multidimensional ICC 
(Item Characteristic Curve) formula [8,15]. The ICC formula 
provides the probability of correct response on each item for 
each examinee based on the parameters determined in the first 
two steps. In our simulation, 1000 examinees are drawn 
randomly from the multivariate normal distribution with mean 

=Tθ [ 2.0 , 0.0 , 2.0− , 1.0− , 1.0 , 0.0 ], and 
standard deviation of 0.1 .  Moreover, skill dimensions are 
correlated as defined by the Σ matrix. We see that D1 to D3 
are moderately to highly  
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correlated with value 0.8 and 0.7; D4 and D5 are moderately 
correlated; D6 is negatively correlated with other latent traits.  
Recall that these values are replicated from Wang & Chen 
[15] and that they reflect realistic conditions.  A total of 
1000 test response samples are generated.  Among them, 600 
samples are selected randomly for parameter calibration and 
the remaining 400 for validation purpose. 
 
This data is used for the simulations reported in the following 
three sections.  

 
 

BT-MCAT with adaptive selection rule vs. RA 

 
In this first experiment, we look at the ability of the BT-
MCAT framework to classify examinees according to their 
predefined skill mastery and over each of the six dimensions.  
We compare the performance of the dimensions composed of 
within-item vs. between-item questions.  We also compare 
the approach using the entropy driven item selection and a 
random item selection.  
 



 

 
Figure 2 Accuracy rate of decision for all 6 dimensions in 

BT-MCAT with adaptive selection rule 

 

 
Figure 3 Accuracy rate of decision for all 6 dimensions in 

BT-MCAT with RA rule. 

The results are reported in Figure 2.  The X-axis represents 
the amount of items administered and the Y-axis is the 
percentage of correct decision. We notice that D1/2/3 have a 
significantly better performance compared with D4/5/6 at the 
beginning when less than 40 items are used. This confirms that 
the multidimensional items, D1/2/3, have a higher potential of 
entropy reduction.  
 
Figure 3 reports the results for the RA selection rule condition.  
The accuracy rate evolves at about the same rate for all six 
dimensions, contrary to the results of Figure 2 where 
multidimensional items showed greater accuracy than 
unidimensional items. These results indicate the importance of 
the selection rule in order to take advantage of the 
multidimensional items. 
 
 

 
Figure 4 The comparison of the average performance over 
all 6 dimensions for MCAT with adaptive selection and RA 

rule. 

 
Figure 4 shows the average performance over all six 
dimensions for each condition, adaptive vs. random.  A clear 
difference emerges. MCAT with adaptive selection rule 
reaches to about 94% after 200 items whereas the random 
condition reaches only 91% after 300 items.  

BT-MCAT vs. BT-UCAT 

The previous section confirms the expected ability of the item 
selection strategy to take advantage of multidimensional 
items.  In this section, we show that this advantage is 
reflected by the ability of the multidimensional approach, BT-
MCAT, to assess the learner’s skills with fewer items than the 
unidimensional approach developed by Rudner [13,14].  
 
Since multidimensional items are not appropriate for 
unidimensional model, we take out T4/5/6 from Table 1 and 
add 40 additional items to T1/2/3 respectively so that each 
dimension still maintain equivalent item size, 200. This 
scheme allows us to have comparable item banks for all 
dimensions. The new item bank design for BT-UCAT is 
shown in Table 2: 
 

Table 2 Design of item bank for BT-UCAT simulation 
 Dimension (D) 
Test 
(T) 

# of 
item 

1 2 3 4 5 6 

1 200 x      
2 200  x     
3 200   x    
7 200    x   
8 200     x  
9 200      x 

 
The performance of each dimension for BT-UCAT is shown 
in Figure 5, in which we see that the accuracy all of the six 
curves evolve at a similar rate, unlike BT-MCAT in which 



 

dimensions with multidimensional items designed reach 
higher accuracy level. The average performance comparison is 
made in Figure 6. In the graph, we notice that it requires BT-
MCAT about 100 items to reach 90%, whereas the 
corresponding percentage is around 180 for BT-UCAT. 
Obviously, BT-MCAT needs fewer items to reach the same 
performance level than UCAT.  
 

 
Figure 5 Accuracy rate of decision for all 6 dimensions in 

BT-UCAT with adaptive selection rule. 

 

 
Figure 6 The comparison of the average performance over 

all 6 dimensions for BT-MCAT and -UCAT. 

 

BT-MCAT vs. IRT-MCAT 

 
We have shown the ability of the BT-MCAT model to take 
advantage of multidimensional items for assessing a set of six 
skills.  That advantage was shown to be reflected in 
comparison with the unidimensional BT-UCAT model.  We 
now turn to the comparison of the BT-MCAT model with the 
de facto standard in the CAT field, the multidimensional IRT 
model, MIRT.  As mentioned before, we simulate the design 

of the experiment by [15], which allows us to compare our 
results directly with theirs.  
 
The following graph is reproduced based on Wang & Chen’s 
result [15]. The X-axis value is the number of items 
administered, and the Y-axis indicates the degree of test 
reliability, r . Test reliability is defined as the square 
correlation between the true θ and the estimated latent trait 

θ
)

 in their article. A high r value means the observed scores 
are highly correlated with its true scores, which indicates that 
the corresponding test is reliable.  
 

 
Figure 7 Wang & Chen’s MIRT simulation results of  

MIRT-CAT about reliability performance. 

 
Test reliability relies on a continuous scale metric for θ , 
which is consistent with the IRT framework. However, BT 
uses discrete categories instead of a continuous  θ  and a 
classification accuracy rate instead of the reliability measure.  
A transformation from the reliability measure to an accuracy 
rate is thus required to make the comparison between our 
results and Wang and Cheng’ s results. The transformation is 
based on a Monte Carlo simulation.  We generate samples 
using the Test reliability parameters and measure the 
corresponding accuracy rate.  The details of the procedure 
are described below: 

1. Generate a group of examinee with predefined ability 
value )6..1,1000..1( == kjjkθ , and their 
pseudo random responses. In fact, this step has been 
done before; 

2. Generate the “estimated skill value” of those 
examinee samples mentioned in step (1), 

)6..1,1000..1( == kjθ
)

, based on the reliability 
value r obtained by Wang and Chen in their MIRT 
simulation. The following known formula is applied 
here to generate a new variable θ

)
based on a known 

variables  θ , and their desired correlation value is 
r : 



 

rvr −+= 1θθ
)

 
In this formula, v  is a parameter with a normal 
distribution, and its vector size is the same as θ .  

3. Generate the pseudo random responses according to 
the “estimated skill value” θ

)
 as we did in step (1). 

The outcome of this step will be response vectors of 
1000 examinees in our simulation, and the category 
of each examinee, master or non-master, can be 
determined with predefined passing score.  

4. An accurate decision is reached if the category of 
examinee with θ

)
is the same as that with θ , and 

classification rate can be determined as well. 
 
By applying this transformation procedure, each r  value in 
Figure 7 can be mapped to a corresponding classification rate 
value, and the result is shown in Figure 8. Figure 9 It shows 
the comparative performance of the BT-MCAT and MIRT 
models. We see that when the 190 items are administered in 
both models, BT-MCAT reaches to around 94%, but MIRT 
only 88%.  
 

 
Figure 8 The corresponding accuracy rate for MIRT-CAT 

after a transformation from the reliability index. 

 
Figure 9 Comparison of average accuracy rate for all the 

same 6 dimensions involved between BT- MCAT and 
MIRT under the same experimental conditions. 

 

DISCUSSION AND CONCLUSION 

This study extends the unidimensional BT-UCAT model to 
multidimensional tests.  This extensions allows the 
simultaneous assessment of multiple, potentially correlated 
skills through a single adaptive testing procedure.  This is a 
step towards bringing the Bayesian theory framework closer to 
a useful tool in intelligent learning environments that require 
student skills assessment over a number of different 
dimensions. As we mentioned before, accurate assessment is 
highly demanded in many personalized learning to make the 
right recommendation of learning path. 
 
In this project, we show that BT-MCAT is capable of 
optimizing the choice of item to take advantage of 
multidimensional ones and that it brings a significant 
improvement over the unidimensional framework.  A 
comparison with MIRT also reveals that it performs better 
than this framework.  Given that it is computationally 
simpler and more efficient, this makes the BT-MCAT 
approach an attractive alternative when the aim is to classify 
the student into a discrete set of categories such as master or 
non-master.  
 
Future work can be to embed this model in someone e-
learning system, and study how its assessment result can be 
used to create a compelling adaptive learning environment. 
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