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CYBER-PHYSICAL SYSTEMS

SMART CITY IN A BOX

51 has davoloped a set of apps based on the four pillars of a Smart City - Sustainabilty.
Efficiency, People and Security.
‘with other apps.

::_:: Robotics, health, smart
. buildings / grid /
transportation / cities, ...

 Information systems interacting with physical systems
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OUTLINE

Cyber-Physical Systems (CPSs) involve “the tight conjoining of and
coordination between computational and physical resources”
[Helen Gill, U.S. National Science Foundation]

Potentially very broad. We’ll adopt a control perspective to study CPS,
and emphasize information systems more broadly than computations

How do we start thinking about/analyzing/designing such systems?

Themes of the course:

1.

2.

3.

Modern Networked and Embedded Control Systems
Decentralized Control of Multi-Agent Systems
Next generation SCADA"/Distributed Monitoring & Control Systems

1. 0T, Cloud Computing, Big Data, Stream Processing, etc. Software Tools

2. Fault-detection, security

3. Cyber-physical human systems: privacy, individual incentives, etc.

* Supervisory control and data acquisition
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COURSE OBJECTIVES

* Some understanding of the current trends in CPS and IoT and
their potential impact on the development of new automation
(control networks, industrial DCS, robotic networks, smart X...)

= Discuss some illustrative examples of networked control systems

* Introduce some methods for the analysis and design of networked
dynamical systems: NECS, decentralized estimation and control,
optimization...

» Understand how cloud computing could be used to implement
(parts of) large-scale control systems, in particular processing
large volumes of streaming data

» Understand issues with large-scale CPS related to reliability,
security & privacy
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INSTRUCTOR AND STUDENTS ACATEAL, ¢

= Jerome Le Ny, Associate Professor, EE Department

= Contact: jerome.le-ny@polymtl.ca, office A.429-13
http://www.professeurs.polymtl.ca/jerome.le-ny

= Technical expertise and research activities
* Networked and embedded control systems
= (Mobile) Robotics and autonomous systems
* Decentralized control of multi-agent systems

= Verification, certification, security, privacy issues associated with
complex, large-scale monitoring and control systems

= About yourself:
= Name, program, year, department
= Background in control systems / embedded systems / maths, etc.?
= Remarks/interest/experience related to this course?


mailto:jerome.le-ny@polymtl.ca
http://www.professeurs.polymtl.ca/jerome.le-ny
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Networked and Embedded
Control Systems (NECS)

Federated vs. IMA

Flight Controls Displays
Flight Management Navigation Computer
Inertial Reference System| Mission Computer

Radar
Sensor systems
FLIR
EO/OP

Weapons Control
Engine Controls Stores Management
Engine Monitoring Targeting Computer
Fire Control

Courtesy of © Wind River Inc. 2008 — IEEE-CS Seminar — June 4", 2008 [WI n d Rlve r]
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CLASSICAL THEORY FOR MONTREAL |

DIGITAL CONTROL SYSTEMS
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= Most control systems now implemented on digital computers
(uproc./pmicrocontrollers): flexibility, maintenance, low-cost, etc.

= Classical abstractions and tools: periodic sampling, synchronized
D/A & A/D => discretizations of continuous-time (CT) systems, z-
transforms, etc. (ex: ELE8200 course)

= Very simple models of the computing platform, computational
& communication resources dedicated to control task
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REALITY OF EMBEDDED CONTROL SYSTEMS: MONTREAL
NETWORKED, COMPLEX, SHARED RESOURCES

B0 BRES :
FM-RDS GSil-Bearsr E
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= Modern car: 40-100 networked microprocessors

= Average modern high-end car: 100 million LOC: brakes, transmission,
engine, safety, climate, emissions, multimedia, cloud connectivity, etc.

= Multitasking computers
= Several CAN and other communication buses

* Boeing 777: 1280 networked microprocessors, 787: 6.5 million LOC just
for avionics & support systems
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AVIONICS EXAMPLE MONTREAL

Federated vs. IMA Federated vs. IMA

[© Wind River] @

Azimuth data X Avionics Computer System
— Twisted-pair copperwire .
"r rrrrr mgrl | uuuuuu | | eceiver | | eeeeeee |
mmmmmmmmmm o Heads-up | ... | _other Avionics
Platform el Display. ST, Controllers Subsystem
Partition 1
simpl
mmmmmmmmmmmmmmmm
AN ] S Avionics End AFDX AFDX
Sensors Subsystem System Switch Network
Partition 2
Switch
Twopars Avionics
wisted pair 94— Actuators Subsystem
°°°°°°°°° Partition 3
SmEngm System str:ed
nertal Heads-up oo
ooooooo stems,
ARINC 653 ARINC 664, Part 7
Sampling ports AFDX communica tions ports
Queuing ports Sampling ports
Queuing ports
AFDX [© GE] Service access point port

= System architecture choices driven by: cost, weight, modularity,
technological evolution (ex: multicore proc., cach), maintenance, etc.,
not by control theory!

= Result: sharing of computing and communication resources,
essentially nondeterministic implementation platforms, etc.

= Bad for digital control abstractions!



http://www.aviationtoday.com/2007/02/01/integrated-modular-avionics-less-is-more/
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RETHINKING THE INTERFACE BETWEEN MONTREAL

CONTROL AND EMBEDDED SYSTEM DESIGN

Requirements
Analysis

©B. Lewis and P. Feiler, AADL]

Ex: RT system designers tend
to treat control task as hard
real-time (missing a timing
constraint = catastrophic)

Al

= But control engineers choose
sampling period typically by

“rule-of-thumb” (ex: 10-20
IR RS periods during rise time)!

| = Moreover RT abstraction of
period is different (has jitter)
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EX [CERVIN ‘02]: CONTROL UNDER MONTREAL

RATE-MONOTONIC SCHEDULING

3 con’FroI ) v vs
loops running on a
single CPU
1254 Uy us

h1=20ms h1=29ms h1=35ms

. Fixed priority
Control design RM scheduling (1>2>3)
Pendulum 3 with preemption
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VARIETY OF CONTROL SYSTEM
CONFIGURATIONS TO CONSIDER

Scheduler

Controller
(CPU)

t v

Plant 2

Plant 3

Schedulers
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Ex: wireless
control networks



https://www.slideshare.net/eawareTech/wirelesshart
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NECS SIMULATION WITH TRUETIME

FEATURE

How Does Control Timing
Affect Performance?

Analysis and Simulation of Timing
Using Jitterbug and TrueTime

[Cervin et al. IEEE CSM, 2003]

ontrol systems are becoming in-

creasingly complex from both the

control and computer science

perspectives. Today, even seem-

ingly simple embedded control

systems often contain a multi-
tasking real-time kernel and support networking. At
the same time, the market demands that the cost of
the system be kept at a minimum. For optimal use
of computing resources, the control algorithm and
the control software designs need to be considered
at the same time. For this reason, new com-
puter-based tools for real-time and control
codesign are needed.

Many computer-controlled systems are distrib-
uted systems consisting of computer nodes and a
communication network connecting the various
systems. It is not uncommon for the sensor, actua-
tor, and control calculations to reside on different
nodes, as in vehicle systems, for example. This
gives rise to networked control loops (see [1]).
Within the individual nodes, the controllers are of-
tenimplemented as one or several tasks on amicro-
processor with a real-time operating system. Often
the microprocessor also contains tasks for other
functions (e.g., communication and user inter-
faces). The operating system typically uses multi-
programming to multiplex the execution of the
various tasks. The CPU time and the communica-
tion bandwidth can hence be viewed as shared re- . .
sources for which the tasks compete. By Anton Ceern, Dan HenrlkSSOn,

Digital control theory normally assumes equidis- H
tant sgampling intervals);nd a neg}Iigible or co?-nstant Bo Li nCOI n, JOha‘,n Eke r and
control delay from sampling to actuation. However, Kal‘l- E I‘i k AI‘Zén

http://www.control.lth.se/truetime/

NECS simulation tool, see HW1
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Cervin (anton@control.lth.se), Henriksson, Lincoln, Eker, and Arzén are with the Department of Automatic Control, Lund Institute of
Technology, Box 118, SE-221 00 Lund, Sweden.

0272-1708/03/$17.00020031EEE
16 IEEE Control Systems Magazine June 2003


http://www.control.lth.se/truetime/
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CURRENT GAP BETWEEN CONTROL THEORY MONTREAL

AND IMPLEMENTATION PRACTICE

Some consequences

Overdesign, impose very stringent implementation constraints (ex:
synchronization, periodicity with no jitter, etc.) => cost increase

* Requires comput./communication resources available as soon as needed
Potential loss of performance/stability if requirements ignored

* Quality impact

» Ifredesign needed at later state of the design cycles: cost, loss of productivity

Loss of flexibility / modularity: hard to add new functions because rescheduling a
system requires new simulations / recertifying, with unpredictable results

Solution: develop better interfaces between control design and
implementation on computation/communication infrastructure

Better abstractions of implementation platforms, useful at design stage for more
accurate predictions,

Better control design techniques that take implementation constraints into account,
mitigate their impact on performance, increase flexibility, etc.

Work with CS & communications researchers to develop programming
abstractions, communication protocols, hardware, etc., that support rigorous CPS
development and the transfer of formal certification/proofs from control design
stage to the final implementation stage

Review student training curriculum in digital control, broaden scope
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SOME MISHAPS... MONTREAL

Toyota Announces Voluntary Recall on 2010
Model-Year Prius and 2010 Lexus HS 250h
Vehicles to Update ABS Software

Click here for FAQs About the 2010 Prius/201

0 Lexus HS 250h/Camry Voluntary Recalls

Inspection of Power Steering Hose Position on Certain 2010 Camry Also Announced

Recalls Underscore Toyota's Commitment to Address All Vehicle Quality and Safety
Issues Promptly and Effectively

TORRANCE, Calif., February 8, 2010 - Toyota Motor Sales (TMS), U.S.A., Inc, today announced
it will conduct a voluntary safety recall on approximately 133,000 2010 Model Year Prius
vehicles and 14,500 Lexus Division 2010 HS 250h vehicles to update software in the vehicle’s
anti-lock brake system (ABS). No other Toyota, Lexus, or Scion vehicles are involved in this
recall.

The ABS, in normal operation, engages and disengages rapidly (many times per second) as
the control system senses and reacts to tire slippage. Some 2010 model year Prius and 2010
HS 250h owners have reported experiencing inconsistent brake feel during slow and steady
application of brakes on rough or slick road surfaces when the ABS is activated in an effort to
maintain tire traction.
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* Bugs in software, but also in
specifications! (Particularly
problematic because many CPS are
safety-critical)

= Formal CPS verification is a topic
related to the course, but not covered
(can be project topic)




MONTREAL

wl
=
(=
(-
=
==
(&)
Ll
=
S=
.|
(=}
a.

Decentralized Control

of Multi

-Agent Systems




POLYTECHNIQUE
MONTREAL

SENSOR NETWORKS

1) Earthquake or eruption occurs
2) Nodes detect seismic event

3) Each node sends event report
to base station

GPS receiver
for time sync

Base station FreeWave
at observatory radio modem

Long-distance
radio link (4km)

:

Buildings

ki mmmmqmmmm(nmmp) )
microsensors database update (estimated

rop point)
- (Wdecemnllzzed control): high level path planning

Uplink:
- Waterlevel and velocity estimates:
- Water level and velocity uncertainty

maps )
- Precipitation data and forecasts
- (if centralized control): high le

planning, microsensor drop

centralized col lynheﬂm
c«mm’:mrmmmmps(mm*um

[Claudel et al., 2013]
Ground+airborne predictive flood warning

* Surveillance, environmental monitoring,
intelligent infrastructures, etc.
= Static, mobile, hybrid



MOBILE ROBOTIC NETWORKS

CODING MOTION

POLYTECHNIQUE #,3.%
MONTREAL $i &}V

i~ D I\

perating self-driving cars

<J====o> Machine-to-cloud (M2C)
&———> Machine-to-machine (M2M)

Comms: M2M, Cloud, hybrid

Fully or partly decentralized
architectures
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FUNDAMENTAL EXAMPLE: MONTREAL

AVERAGE CONSENSUS

" n agents, agent i starts with x;
= Want to compute the average value
= Only local communication with neighbors

= Possible distributed algorithm: average your
and your neighbors’ values

» Leads to study the dynamical system

1/3 1/3 1/3 0

174 1/4 174 1/4
AT 173 1/3 13 0 | TF
0 1/2 0 1/2

" Properties? Convergence? To mean? Speed?
Conditions on communication graph?

= Examples of other tasks: distributed estimation, detection, tracking,
decision, localization, synchronization, area coverage, etc.



POLYTECHNIQUE

CENTRALIZED VS. MONTREA

DECENTRALIZED CONTROL

= [n this part, the individual nodes are more independent, capable of
some level of decision making
* Fundamental questions:
= Right information sharing architectures?
= Decentralized estimation, detection, decision-making, etc., ?
= How these two issues relate
= Some pros/cons of centralized systems (ex: cloud)
= + All available information necessary at central node
= + Conceptually simpler algorithms, standard computation model
= - potentially single point of failure (but not nec. true for cloud comp.)
= - communication bandwidth
= -latency due to round-trip delays
= Some pros/cons of decentralized systems

= + Potentially simpler implementation, maintenance; plug-and-play for
new nodes, no need to maintain global network view)

= + Resilient, no single point of failure

"= + Sometimes no real choice (ex: human teams)

= - Conceptually more complicated algorithms; bandwidth spared?
= - Potential loss of optimality in decisions

= Hybrid? (ex: cloud+edge computing)
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ROBOTARIUM TO TEST IDEAS

Georgia lﬂ] INSTITUTE FOR ROBOTICS AND
Tech|/ INTELLIGENT MACHINES

ROBOTARIUM

Opening August 22, 2017, the 725-square-foot Robotarium facility houses more than 100
rolling and flying swarm robots that are accessible to anyone. Researchers from around
the globe can write their own computer programs, upload them, then get the results as

the Georgia Tech machines carry out the commands.
s L& IEOBOII\IEIUII
No other university has a 7 S

facility comparable to the

Robov'ariunrl.omledinlhe } '\ ”” (” ( “1 [L v '1
Van Leer Building in the heart
of Georgia Tech’s campus,
motion Cﬂpl“l‘? cameras
mounted on the ceiling peer
down at the lab’s centerpiece:
a white, bowl-shaped arena.

Up to 100 palm-sized, rolling
robots move around the
surface. They automatically
activate when given a program

from someone in the room or ﬁ !‘

a remote coder in a different Quick Facts

state or country. Once it $2.5 million lab funded by the Autonomous quadcopters will soon i;

finishes the experiment, the National Science Foundation (NSF) be added to the 725-square-foot lab H h’ ﬁ ”
swarm autonomously returns and Office of Naval Research for remote flying experiments

to wireless charging slots on

the edge of the rink and Democratizes robotics research by More than 100 research groups have 'ﬂ H w
waits to be activated for its providing access to resources that logged on and used the prototype,

next mission. otherwise are cost-prohibitive mini version of the Robotarium H %

FOR MORE INFORMATION, VISIT ROBOTARIUM.ORG
b Vil

T

ENVISIONED AND DEVELOPED  3-D PRINTED SWARM OF MEMBERS OF THE ROBOTARIUM
BY MAGNUS EGERSTEDT GROUND ROBOTS TEAM

Expect to use for HW3. Start with simulator:
https://github.com/robotarium/robotarium-matlab-simulator
https://github.com/robotarium/robotarium python simulator



https://www.robotarium.gatech.edu/
https://github.com/robotarium/robotarium-matlab-simulator
https://github.com/robotarium/robotarium_python_simulator
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Next-Generation Distributed
Monitoring and Control Systems

INDUSTRIAL CONSUMER QUAYSIDE AS TESTBED : WEATHER

Internet of Things Internet of Things (THE FIRST NEIGHBOURHOOD PR ERS (JU[[){],\;V"‘;‘(IJ(()/,V X MITIGATION
FROM THE INTERNET U?) oL

T STREETCAR (AND.NO
RIVING SENSE CONVENTIONAL VEHICLES)
1 =]

AN =

Heavy Machinery Wearables

Py
ROOFS

Transportation Phones

MARKET &

Smart Cities

PEDESTRIAN & BIKE' T
BRIDGE OVER THE
UTILITY WATER

R su7 CHANNEL
Appliances 6RIL _L__.L.!.

Factories Home Monitoring " URBAN
5 - INNOVATION
Healthcare Horne Automation Rl INSTITUTE

Automation

[Sidewalk Toronto]



SCADA SYSTEMS
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SCADA / DCS: supervisory control, Supervsery

Computers

alert monitoring, change setpoints
PIDs, PLCs, RTUs: hard real-time
feedback control, simple logic

Supervisory
Computers

Supervisory
Computers

Supervisory
Computers

MONTREAL |

Level 4
Production Scheduling

Level 3
Production Control

Level 2
Plant Supervisory

Level 1
Direct Control

Level 0
Field Level

= Monitoring and control of typically large-scale (industrial)

processes

= Applications: process control, oil & gas, water distribution, sewage
treatment, power grids, building HVACs, assembly lines, etc.



https://en.wikipedia.org/wiki/SCADA
https://en.wikipedia.org/wiki/Distributed_control_system
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CORRESPONDENCE WITH CONTROL

AND OPTIMIZATION TECHNOLOGY

L Description Goal Time Typical
evel .
frame design tool
4 Plant wide opti- | Meeting customer orders | Everyday| Static opti-
mization and scheduling supply of | (say) mization
materials
3 Steady state | Efficient operation of a sin- | Every Static opti-
optimization at | gle unit (e.g. distillation | hour mization
unit operational | column) (say)
level
2 Dynamic control | Achieving set-points spec- | Every Multivariable
at unit opera- | ified at level 3 and achiev- | minute control, e.g.
tion level ing rapid recovery from | (say) Model
disturbances Predictive
Control
1 Dynamic control | Achieving liquid flow rates | Every Single vari-
at single actua- | etc as specified at level 2 | second able control,
tor level by manipulation of avail- | (say) e.g. PID
able actuators (e.g. valves)

[Goodwin, Graebe and Salgado, 2000]
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THE INTERNET OF THINGS (I0T)

= JoT:term coined by technologist Kevin Ashton

=  Could be viewed as an extension of SCADA and sensor network concepts
outside of traditional industrial applications:

* Smart everything: infrastructure, power grid, manufacturing, agriculture,
transportation, buildings, cities, environmental monitoring, etc.

= Sensors everywhere around us => collect data => inform decisions (real-time +
long-term planning)

=  Will most likely involve loops at different spatial and time scales (edge computing)

*» Leads to Cyber-Physical Human Systems; implications of interactions with self-
interested human agents, social factors

= Triggered by progress/developments in several technological areas:
* Embedded computing (raw power, form factors, etc.)
» Miniaturization of sensors (ex: MEMS)
» Networking (in particular wireless)
* Cloud computing, etc.

= Similar ideas branded by different companies / groups:

» Fog Computing, Swarm Computing, Edge Computing, Industrial Internet, Industry
4.0

» Embraced by cloud computing providers, telecom companies (M2M driving some
5G requirements), etc., as potentially important source of business
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POSITION ON THE HYPE CYCLE

Gartner Hype Cycle for Emerging Technologies, 2017
‘ Plateau will be reached in:

AR
Machine Learning @ less than 2 years

foT Piatform . "\ - L
Smart Robots Y\ Autonomous Vehicles
Nanotube Bectronics @ 2to5years
L @ 5to10years
Cognitive Computing
Augmented Data Blockehaln /\ more than 10 years
Discovery
Smart Workspace Commercial UAVS (Drones)

Cognitive Expert Advisors

Inferface /\ Volumetric
A

Quanfum — 7"

Computing @R Digital Twin

S

/\ Human
Augmentation

Expectations

ueux‘mmhlc Enterprise Taxonomy
ardware
Deep Rertoremat and Ontology Management Virtual Reality
Learning Software-Defined
£\ Artificial General Security

4D Printing /. Intelligence

Smart Dust /S
As of July 2017
Innovat el Trough of Plateau of
atio roug ate:
”’T‘q\n : 4 Inflated _lllU“L) 1.8 Slope of Enlightenment Pr 1;, ]:1 ot
rigger Expectations Disillusionment roductivity
>

Time

= Potential impact of these technologies still to determine, but
probably useful tools for automation nonetheless



SOME IOT PLATFORMS & HARDWARE KITS
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Azure loT Suite

Capture and analyze untapped data to

v Get started quickly with preconfigured solutions

Tailor preconfigured solutions to meet your needs

Enhance the securit AWS IOT SerViceS

ove business results

v Analyze 4

v Integrate

v
v
v Support a broad set|
v

Easily connect millio AWS loT Core

AW 17 Cor s managed doud platform thatets
e connectd davices sasy and securedyeract whth cloud
Get started wit applicatons and othes devies. I Cone cansuppert billons
- T ‘of devices and trillions of messages, and can process and
oute those messagesto AWS endpoints and t0 athe devies
elablyand secueby

Documentation >

Learn more »

AWS loT Device
Management

WS IoT Device Management s a servic that makes it easy
tosecurely ontioard, oganize, moritor, and remotely
manage oT devies atsale

Leam more »

AWS Greengrass

WS Greangrass I software that ets you run local compute,
messaging & data caching for connected devices In 2 secure
way. With AWS Greengrass, connected devices can run AWS
Lambda functions, keep device dsta in sync, and
communicate with other devices securely - even when not
<onnected to the Intemet

Learn more »

AWS loT Analytics

AWS IoT Analytics s 3 fully-managed service that makes it

Amazon FreeRTOS

Amszon FreeRTOS is an operating system for

P analytics on of loT
data without having to worry about all the cost and
complexity typically required to budd your own T anatytics
platform. it is the easiest way to run analytics on loT data
and get Insights to make better and more sccurate declsions
for loT applications and machine lesrming use cases.

[Focus of HW4]

developerWorks

IBM Watson IoT Platform

Internet of Things (IoT)

that makes small, low-power edge devices
easy to program, deploy, secure, connect, and manage.

Leam more »

AWS loT 1-Click

WS 10T 1-Click s 8 service that makes i easy for simple
devices to trigger AWS Lambda functions thet execute a
specif
Galling technical support, reardering goods and services, or
locking and uniociing doors and windows.

tion. Some examples of passible actions incude

Learn more »

CLOUD 10T CORE *™

A fully managed service to easily and securely connect, manage, and ingest data from globally dispersed devices

Secure device connection and management

Cloud loT Core is anaged service that allows you to easily and securely connect, manage, and ingest data from millions of globally

dispersed devi joud loT Core, in combination with other complete solution for

on Google Cloud loT platform, provide:

collecting, processing, analyzing, ant

sualizing loT data in real time to support improved operational efficiency.
I @ o
1
Clous o Core

[

0 oeees

@ ke

Coud
Datalad

-

L anaites

. @ owmsuas
O comm

WiFi IOE Module
FCC1D:2ADPDGTI 216
845DD7687353

LPT!

arm
MBED
Enabled

Watson IoT Platform Developer Center

Try Watson IoT Platform BM Cloud



https://cloud.google.com/solutions/iot/
https://azure.microsoft.com/en-ca/suites/iot-suite/
http://www.st.com/en/evaluation-tools/b-l475e-iot01a.html
https://www.ibm.com/internet-of-things
http://www.ti.com/ww/en/internet_of_things/iot-cloudsolution.html
https://www.nxp.com/support/developer-resources/reference-designs/lpc54018-iot-solution-with-amazon-freertos:IoT-Solution-with-Amazon-FreeRTOS
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SOFTWARE ECOSYSTEM FOR BIG DATA, MONTREAL

CLUSTER COMPUTING AND STREAM ANALYTICS

https://db-engines.com/en/

& @ redis
BRASE

cassandra AP

H

Streaming-first
nsors & continuous processing

Fault-tolerant
stateful computations
. File Systems
Fllnk & Storage T Scalable

to 1000s of nodes and beyond

Performance
high throughput, low latency

katka.

A distributed streaming platform

Spofl’g
Streaming

Amazon Kinesis

Easily collect, process, and analyze video and data streams in real time

Azure Stream Analytics

Oo IBM Data Science Experience

IBM Streams

A complete real-time analytics solution with development environment, runtime and
analytic toolkits.

Zoo with many other alternative
options, open-source or not...


https://db-engines.com/en/
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SECURITY & PRIVACY MONTREAL |

O 00 O = Privacy: (unintentional) disclosure of sensitive
[ W . Y o Y information to third party
honestbut curious analysts, public — = Crypto tools for communication between
yt. le nocess iffyml?ogr‘rt::taéi trusted parties, computation on semi-trusted
e, /’mfrastructures

models, etc.

* Need more than crypto for privacy-
preserving data analysis; even aggregate data
publication leaks info

» Issue magnified by proliferation of sensors,
close to individual users of “smart
infrastructures”

= Ex:location data, electricity markets, etc.

sensitive
data flows

Local
network /

-
-
4—
-
.
s.m!oene
siaddoipsaaes

time-sensi )
I computing @ Security: traditionally neglected in SCADA
‘ %sensors systems, IoT offers many more attack
) and B R, = opportunities
pri e A ) = Critical data theft, false data injection, change

signals Privacy- setpoints, etc.

@
. H e i | = Potentially catastrophic outcomes due to
H = __ s e physical consequences, safety-criticality
" = Beyond fault-detection: malicious intent of
attacker vs random / predictable
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EXAMPLES OF ATTACKS ON SCADA SYSTEMS

Maroochy Waste Water

Event: More than 750,000 gallons of
untreated sewage intentionally released
into parks, rivers, and hotel grounds

Impact: Loss of marine life, public

health jeopardized, $200,000 in

cleanup and monitoring costs

Specifics: SCADA system had 300 https://www.youtube.com/watch?v=C PRhTXp6VQO
nodes (142 pumping stations)

governing sewage and drinking water

» Used OPC ActiveX controls, DNP3,

and ModBus protocols

» Used packet radio communications to

RTUs

»Used commercially available radios

and stolen SCADA software to make

laptop appear as a pumping station

* Caused as many as 46 different L
incidents over a 3-month period (Feb 9 HUW STUXNET WURKED

SIMTAG .
@‘ Homeland © Apnl 23) l UPDATE FROM SOURCE 7

Lessons learned:
= Suspend all access after
terminations

Investigate anomalous system
behavior

Secure radio and wireless
transmissions

Security
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1. infection 2. search 3. update
Stuxnet enters a system via a USB stick and Stuxnet then checks whether a given If the system isn't a target,
proceeds to infect all machines running machine is part of the targeted indus- Stuxnet does nothing; if it is,
Microsoft Windows. By brandishing a digital trial control system made by Siemens. the worm attempts to
certificate that seems to show that it comes Such systems are deployed in Iran to access the Internet and
from a reliable company, the worm is able to run high-speed centrifuges that help download a more recent
evade automated-detection systems. to enrich nuclear fuel. version of itself.

http://goo.gl/3b9U9%s

4. compromise 5. control 6. deceive and destroy
The worm then compromises the In the beginning, Stuxnet spies on the Meanwhile, it provides false feed-
target system'’s logic controllers, operations of the targeted system. Then it back to outside controllers, ensur-
exploiting “zero day” vulnerabilities- uses the information it has gathered to ing that they won't know what's
software weaknesses that haven't take control of the centrifuges, making going wrong until it’s too late to do

been identified by security experts. them spin themselves to failure. anything about it.



https://www.youtube.com/watch?v=C_PRhTXp6VQ
http://goo.gl/3b9U9s
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President’s Council of Advisors on
Science and Technology

TECHNOLOGY ASSESSMENT

Internet of Things

Status and implications of an
increasingly connected world

May 2014

“l strongly urge the commission to recommend that privacy enhancing
technologies (PETs), such as secure multi-party computation (MPC)
and differential privacy, must be utilized by agencies and organizations
that seek to draw public policy related insights from the private data of
Americans.” -- Sen. Ron Wyden (Oregon), May 2017
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PRIVACY / UTILITY TRADEOFTFS

= Fundamental challenge: perform/publish accurate data analysis at
the aggregate (population) level while providing formal privacy
protection guarantees to the individual data providers
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Course Organization
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SPIRIT OF THE COURSE & EVALUATION

= Semi-open discussion about topics of current interest in CPS

* Biased by my own interests and research activities

= Roughly 1/3 NECS, 1/3 MA, 1/3 DCS (10T, fault detection, security,
privacy)

* Not mature like topics from standard curriculum: needs your active
participation to explore the material, tools, reading, debugging, etc.

* Your suggestions on how to do things better are appreciated

= Opportunity to introduce new material as needed

» Theory (state-space and frequency-domain analysis for NECS, basic
algebraic graph theory, fault detection methods, differential
privacy...)

= Computational methods (LMIs and SDP, ...)

= Software (simulation, IoT platforms, cluster computing frameworks, ...)

= Evaluation
= Homework (4 or 5 problem sets, 40%)
» Giving a mini-lecture based on a paper (20%, 10-15 min talk+notes)
= Project on a topic related to the class (40%)
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PROIECT MONTREAL

= Needs to be a bit more active than a paper summary/literature
review (purpose of mini-lecture already)

= Jwant to see some personal input

» Try to implement a method from a paper on a different, reasonably
complicated problem

= Design and simulate a CPS with a software tool, analyze it
= Experiment with hardware and IoT platforms

= Extend the available theory (can be related to your research, but no
recycling of other courses/projects)

= Short presentation, final report

= Work in pairs (preferred)

» 3 if particularly ambitious project that can be demonstrably split
(need permission)

= Not restricted to the exact topics covered in the course, but should
be related



